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The advanced model for intergranular diffusion transport in irradiated UO2 fuel described in Part 1 is
numerically realized. The important model parameters are specified and improvement of the model
for the irradiation induced re-solution of gas atoms from the intergranular bubbles is carried out. Imple-
mentation of the model in the MFPR code and numerical treatment of various available data on gas
release from irradiated fuel and grain face microstructure show a satisfactory agreement of the code pre-
dictions with experimental observations. In particular, the main model prediction concerning the onset of
gas release from fuel at very low grain face bubble coverage, below the saturation value manifested by
formation of bubble network on grain faces, was confirmed by calculations.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

The advanced model for the grain face transport of gas atoms
was formulated in Part 1 of the paper that self-consistently takes
into consideration the effects of atom diffusion on the grain sur-
face along with trapping by and irradiation-induced re-solution
from intergranular bubbles. It is shown that circulation of gas
atoms collected by growing intergranular bubbles from the grain
face and then returned back (by the re-solution process) into the
grain matrix makes intergranular bubbles much less effective
sinks for gas atoms and thus increases a fraction of the diffusion
flux from the grain directly transported to the grain edges. In par-
ticular, this mechanism allows explanation of the observed in the
experiment [1,2] a noticeable gas release from fuel when the grain
face coverage is far below the critical value, associated in the stan-
dard approach with the onset of bubble network on grain faces
[3–6].

More detailed description and numerical realisation of the
model is described in this paper that relates to specification of
the model parameters, introduced in Part 1, including revision of
the intergranular bubble nomenclature, their shape and sizes,
and modification of the model for the irradiation induced re-solu-
tion of gas atoms from the intergranular bubbles.

Furthermore, the model is implemented into the MFPR code
[7,8] and fitted to experimental data [1,2]. Results of the model val-
idation against various tests are also presented in this part of the
article.
ll rights reserved.
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2. Specification of the model parameters

2.1. Extra-granular porosity geometry

From a geometrical point of view, the UO2 grains can be con-
sidered as truncated octahedrons, or tetrakaidecahedrons (TDK)
[3]. The TDK has 14 faces, six of which are square and eight hex-
agonal, 36 edges and 24 corners. When packed together an array
of tetrakaidecahedrons (TDKs) can fill all available space in a solid
and thus represents an appropriate basic building block. The
meeting point of each grain face is shared by two grains, each
grain edge by three grains and each grain corner by four grains.
Hence, on average each grain has Nfpgr = 7 faces, Nepgr = 12 edges
and Ncpgr = 6 corners. Tucker has further rationalized the TDK
structure by assuming that the grain is composed of fourteen cir-
cular faces with radius Rface ¼ dgr=

ffiffiffiffiffiffi
14
p

, where dgr is the grain
diameter [9].

The volume V of the TDK is calculated as:

V ¼ 8
ffiffiffi
2
p

L3
edge; ð1Þ

where Ledge is the grain edge length.
For further simplification, the fuel grains are assumed to be of

spherical form. So, equating the sphere volume with the value gi-
ven by Eq. (1) one derives that:

Ledge ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

p
48

ffiffiffi
2
p3

r
dgr ¼ bedgr � 0:359dgr ; ð2Þ

where dgr is the grain diameter, so, the typical value for Ledge is
3-4 lm.

The surface density of the grain face bubbles was measured in
several independent tests (e.g. [2,11]) and turned out to vary in

mailto:vms@ibrae.ac.ru
http://www.sciencedirect.com/science/journal/00223115
http://www.elsevier.com/locate/jnucmat


86 V.I. Tarasov, M.S. Veshchunov / Journal of Nuclear Materials 392 (2009) 85–89
the range 1011–1013 m�2. The analysis of the available data demon-
strates that qf can be fairly well approximated in a wide tempera-
ture interval 800–1900 �C by the formula:

qf ¼min q0 expðT0=TÞ;qmaxf g; ð3Þ

where qmax = 1013 m�2, q0 = 3.67 � 108 m�2, T0 = 13140 K.
After foreseen implementation in the MFPR code of the inter-

granular coalescence model, recently developed by the authors
[12], more realistic consideration of the bubble surface density will
be accomplished in the code.

As for grain edge bubbles, simulation of their concentration is a
complex problem requiring consideration of coalescence/collapse
processes mentioned in Part 1. Therefore, in the lack of detailed
systematic data the simplified model is utilized assuming that
the mean distance Lee between the grain edge bubbles is propor-
tional to that between the grain face bubbles:

Lee ¼ 2feRs; ð4Þ

where Rs ¼ ðpqf Þ
�1=2 is the radius of a sink-free region (see Part 1)

and fe is the model free parameter. Therefore, the surface density
qe of the edge bubbles can be calculated as:

qe ¼
3NepgLedge

2feRspd2
gr

¼
18beðpqf Þ

1=2

pfedgr
; ð5Þ

where the coefficient be � 0.359 was introduced in Eq. (2).
As mentioned in Part 1, the grain face bubbles are formed by

intersection of two spherical surfaces of radius Rf and hence have
a circular projection [10] with the projected radiuseRf ¼ Rf sin h; ð6Þ

and the correction factor for the volume, Vf ¼ 4
3 pR3

f ff ðhÞ,

ff ðhÞ ¼ 1� 3
2

kþ 1
2

k3
; ð7Þ

where

k ¼ cos h � cos 50� � 0:64; ð8Þ

h being the semi-dihedral angle.
The edge bubbles are usually considered as cigar-shaped

formed by intersection of three spherical surfaces of radius Re.
The length le of an edge bubble is connected with its radius of cur-
vature by the relationship [10]

le ¼ 2Re

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4k2

3

s
; ð9Þ

and the volume correction factor is

fe ¼
3

2p
p� 2 arcsin

1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2

p !264
þ k2

3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3� 4k2

q
� kð3� k2Þ arccos

kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ð1� k2Þ

q
0B@

1CA
375: ð10Þ

However, such complicated description of the bubble shape
does not comply with the above formulated simplified description
of the edge bubble concentration. Therefore, the form of the grain
edge bubbles is further assumed to be spherical one with the ra-
dius Re. The same approach was adopted for the corner bubbles
as well. Moreover, for simplicity the edge and corner bubbles will
be further considered as indistinguishable and the peripheral
porosity will be represented only by one kind (edge) of the
bubbles.
2.2. Coverage factors

The coverage factors, uf and ue, for the face and edge bubbles
are defined as:

uf ;e ¼ Sf ;eqf ;e; ð11Þ

where Sf,e and qf,e are the area of the bubble projection on the grain
surface and the bubble surface density, respectively.

The projection area of the grain face bubble is calculated as
Sf ¼ peR2

f . To estimate Se one takes into account that each edge bub-
ble is shared by three grains. Therefore, the bubble projection
within one grain can be approximated by an ellipse with the
semi-major and semi-minor axes Re and

ffiffiffi
3
p

Re=2, respectively, so
that the projection area is evaluated as:

Se � pð
ffiffiffi
3
p

=2ÞR2
e � 0:866pR2

e : ð12Þ

So, the formulas for the coverage factors of the grain face and
edge bubbles take the form:

uf ¼ pqf ðRf sin hÞ2;

ue ¼
9
ffiffiffiffiffiffi
3p
p

beq
1=2
f R2

e

fedgr
� 9:92

q1=2
f R2

e

fedgr
: ð13Þ

The grain face bubbles interlinkage leading to formation of
channels connected with open porosity at edges is supposed to
be attained when the projected area coverage of the grain face bub-
bles uf exceeds the critical value uðcrÞ

f ¼ 0:5, roughly corresponding
to the 2-d percolation threshold (see Part 1).

The grain edge porosity interlinkage leading to formation of es-
cape tunnels takes place when these bubbles are just touching each
other (the 1-d percolation threshold); with Eq. (4) taken into ac-
count, the condition of the onset of the escape tunnels takes the
form:

Re ¼ feRs ¼ feðpqf Þ
�1=2

: ð14Þ

As explained in Part 1 (Section 4.5), after attainment of the per-
colation threshold the tunnel radius continuously increases owing
to gas venting and coalescence of the edge bubbles. On the other
hand, coalescence of the face bubbles leads to a continuous de-
crease of qf. In the simplest approximation accepted in the current
paper the coalescence rates either of the face or of the edge bubbles
are neglected, and, therefore, Eq. (14) is valid also in this ‘‘venting”
stage. For this reason, the steady-state value of the face bubbles
coverage factor, attained after the edge tunnels formation and
obeying the relationship uðssÞ

f / Re=Rs (derived in Part 1), turns
out to be a constant value. However, in a more realistic approach
both coalescence processes should be included in consideration
(as foreseen in the future development of the MFPR code, see also
[12]). This will result in a smooth variation of the steady-state face
bubbles coverage factor uðssÞ

f with time and temperature, which
can generally attain the percolation threshold value of �0.5 (e.g.
under high temperature conditions owing to significant growth
of Re).

2.3. Resolution from non-spherical bubbles

According to Nelson’s model [13], the resolution rate does not
depend on the size of small (Van der Waals) bubbles. For larger
spherical bubbles of radius Rb only a fraction of gas atoms within
a critical distance from the bubble surface D may escape. Therefore
the resolution kinetic parameter is calculated as:

xNelson
rsi ðRbÞ ¼ Gb0 �

1 for y ¼ D=Rb P 1;
3yð1� yþ y2=3Þ for y ¼ D=Rb < 1;

�
ð15Þ



Table 1
Characteristics of the grain face bubbles in simulation of the Kashibe–Une tests [1,2].

uf (%) fXe (%) qf (m�2) df (nm)

Model 8.4 35 2.1�1012 229
Experiment 10.1 30-50 1.6�1012 229
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where G is the fission rate, b0 � 2 � 10�23 cm3 is the resolution con-
stant. Supposing that the minimal energy that a struck gas atom
must receive to be trapped by surrounding lattice is 300 eV, the va-
lue of D can be estimated as 1.0–1.5 nm [13]. In the VICTORIA [6]
and FASTGRASS [14] codes the modified model was implemented
that introduced, instead of D, the average distance k that an ejected
atom travels in the bubble. So for the spherical bubbles one gets:

xrsiðRbÞ ¼ Gb0 �
1 for z ¼ k=2Rb P 1;
1
2 zð3� z2Þ for z ¼ k=2Rb < 1:

(
ð16Þ

As seen the both formulas coincide for small bubbles; whereas
for large bubbles they coincide asymptotically, provided k = 4D, in
a reasonable agreement with the VICTORIA’s value k = 5 nm.

However these parameters cannot be considered as universal
ones applicable to all bubbles. Indeed, the energy loss of the struck
atom is determined by the number of collisions it had before it es-
capes the bubble. Therefore, the track length increases with the in-
crease of inter-atomic distance within the bubble, which, in turn,
increases with the bubble size. The universal scaling of the track
length is determined by the formula:

k ¼ 1=nr; ð17Þ

where n is the (number) density of the media and r is the effective
cross section of the collisions. The above mentioned parameter k
(hereafter referred to as kVdW ) was introduced in [13] for the small
bubbles for which n � 1=BXe, where BXe is the Van der Waals con-
stant for xenon. Therefore, one evaluates r value as BXe=kVdW and
derives an approximate relation between the basic scale parameters
of the model:

k ¼ Vb

Nbr
¼ kvdW Vb

BXeNb
; ð18Þ

where kVdW can be considered as a model free parameter (Nelson0s
estimate is �5 nm), Vb and Nb are the bubble volume and number
of atoms in the bubble.

For large grain face bubbles obeying the ideal gas law with the
equilibrium pressure p ¼ 2c=Rb, where c is the surface tension, Eq.
(18) reduces to:

k ¼ kVdW
kTRb

2cBXe
: ð19Þ

For instance, in the case of Rb = 10�7 m and T = 1200 K one gets
k � 40 nm, that is eight times greater than for the Van der Waals
bubbles. Also, it is seen from this equation that for the large bub-
bles the ratio k=Rb depends only on temperature.

The above Eqs. 15 and 16 were derived for spherical bubbles, for
which the shapes correspond to the minimal surface area at fixed
bubble volume and therefore to the minimal resolution intensity.
For lenticular bubbles the relative bubble volume, from which
atoms can escape, increases owing to the bubble specific geometry,
therefore resolution kinetic coefficient should be modified. For
large bubbles (Rb � k) Eq. (16) can be rewritten in the form:

xrsiðRbÞ ¼ Gb0
3k

4Rb
¼ G b0

Sb

Vb

k
4
;

so, that taking into account the equations for the volume Vb of a len-
ticular bubble, Eq. (7), and for the bubble surface, Sb ¼ 4pR2

b

ð1� cos hÞ; one derives that

xrsiðRbÞ ¼
3kGb0

4Rbð1� 1
2 cos h� 1

2 cos2 hÞ

¼ xspherical
rsi ðRbÞ

1� 1
2 cos h� 1

2 cos2 h
: ð20Þ
It is seen from this equation that the angle factor is always
greater than one. In particular, for the face bubbles with h � 50�
consideration of the bubble shape correction results in an increase
of the resolution intensity by a factor of 2.1 comparing with the
spherical bubble with the same curvature radius Rb. Furthermore,
in accordance with Part 1 (Section 4.2), the additional factor,
(1 � ce), will be introduced in Eq. (20) for the edge bubbles simu-
lating the suppression of resolution mechanism, ce < 1 being con-
sidered as the model parameter.

3. Model validation

In order to simulate the experimental observations, the model
for intergranular transport was implemented in the MFPR code
[7,8]. In the modified code the intragranular FP transport was
described in the framework of basic MFPR approach but with the
modified boundary conditions (as described in Part 1). The output
diffusion flux is then redistributed between intergranular sinks in
accordance with the new intergranular transport model. The new
model parameters ce, qmax and fe were fitted against the experi-
mental data [1,11] on grain face bubble sizes and concentrations,
as described below in Sections 3.1 and 3.2. After this, the model
with the fixed set of the parameters was verified against the CON-
TACT tests [15], as described in Section 3.3.

3.1. Tests of Kashibe and Une

There are several experimental works where microscopic
behaviour of intergranular bubbles was observed directly [1,11].
As described in Part 1, in [1] the specimens were taken from UO2

pellets irradiated in commercial BWR (burnup 6–28 GWd/t) at a
point between the fuel periphery and middle. Grain face bubble
concentration and fractional coverage were examined by scanning
electron microscope fractography. The grain sizes of the fuel and
irradiation rate were approximately equal to 9 lm and
1.8 � 1019 m�3s�1, correspondingly. In the lack of temperature mea-
surements in these tests, one can evaluate the irradiation temper-
ature at the location of the specimens as �1500 K from the
maximum linear heat generation rates between 30 and 37 kW/m.

As above explained, the new intergranular model has three un-
known dimensionless parameters: the suppression factor ce for
resolution flux from edge bubbles, Eq. (4) from Part 1, the track
length kVdW , Eq. (18), and the ratio fe of the average distance be-
tween edge bubbles to that between face bubbles, Eq. (4). Variation
of these parameters has revealed that kVdW had a weak effect on the
model predictions, so it was fixed at the value of 5 nm, following
Nelson0s estimate of 4-6 nm (see Section 2.3). The other parame-
ters were chosen to provide the correct description of the Une
and Kashibe data [1,2] at burnup 28 GWd/t. The found values are
fe = 0.2, ce = 0.67.

In Table 1 the calculated grain face bubble characteristics: the
coverage factor uf , the Xe fractional release fXe, the surface density
qf and the mean projection diameter df ¼ 2eRf of the grain face bub-
bles are compared with the experimental data.

As seen, in general the model adequately describes the experi-
mental data with some underestimation of the grain face coverage
and small overestimation of the face bubble density. However, it
should be noted that the data [1,2] are quite widely scattered from
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grain to grain and the measured values may be considered only as
estimations.

3.2. Tests of Pati et al.

In experiment [11] of Pati et al. the UO2 fuel irradiated to a bur-
nup of 2 � 1026 m�3 with fission rate �2.6 � 1019 s�1 m�3 was
examined by transmission and scanning electron microscopy and
replication metallography. In these tests gas release was not mea-
sured, however, the fission gas distribution on the grain boundaries
was characterized as a function of irradiation temperature 750–
1350 �C. In Fig. 1 the calculated temperature dependences of the
volume density Cf (upper panel) and projection radius eRf (lower
panel) of intergranular bubbles are compared with the experimen-
tal data.

As seen, the MFPR correlation reasonably describes the temper-
ature dependence of the concentration of the grain face bubbles at
high temperatures while overestimates the experiment for tem-
peratures below �1250 K. In fact, the concentration is calculated
using simple correlation, Eq. (3), with the cut-off surface density
qmax, which was set equal to 1013 m�2 in the original model to fit
Pati’s data. However, this restriction is inconsistent with other
data. For instance, Kashibe and Une [1] observed the concentra-
tions up to 6 � 1013 m�2 (at temperature 1400–1600 K) that corre-
sponds to the volume density of Cf = 2 � 1019 m�3, more that one
order of magnitude higher than presented in Fig. 1. For this reason,
in the present version the parameter qmax was increased up to
6 � 1013 m�2.

As for the bubble sizes, the MFPR results underestimate the
experimental data by a factor of �3. However, there is also a dis-
agreement with the measured projection bubble radii in the tests
[1] under similar conditions. Indeed, the value of Kashibe and
Une was 229/2 � 115 nm at T = 1523 K (cf. Table 1) that is three
times less than Pati’s value, whereas the inverse ratio takes place
for the burnups (3.3% for the test of Kashibe and Une and 0.8%
for Pati’s test.). So, in the MFPR simulations more recent experi-
mental data [1,2] are considered as more precise and reliable.
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Fig. 1. Dependence of the volume density Cf and projection radius eRf of intergran-
ular bubbles on temperature under conditions of the test [11]; curves and markers
correspond to MFPR results and experimental data, respectively.
3.3. CONTACT tests

The CONTACT series of experiments was a program of in-pile
tests conducted in the SILOE reactor in Grenoble, France, funded
jointly between CEA and Framatome [15,16]. Short rods with
Zry-4 clad UO2 pellets of typical PWR 17 � 17 design were irradi-
ated under conditions designed to simulate those of commercial
PWRs. Each rod was equipped with a fuel centerline thermocouple,
diameter gauge, gas lines providing a flow of gas through the rod
and internal pressure gauges to measure pressure drop along the
fuel stack. The gas flow entrained released fission gases which
were measured by a gamma detector installed in the out-of-reactor
gas handling system. The experiment is unique in that the rods
operated under near constant powers for the majority of their lives.

CONTACT 1 operated at a constant 40 kW/m up to a burn-up of
�22 MWd/kgU. The data include temperatures as a function of
burn-up, clad diameter changes as a function of power and burn-
up, stable and radioactive fission gas release as a function of center
temperature and burn-up.

In calculations, the grain size, fission rate and internal pressure
were set equal to 10 lm, 1019 fissions/m3 s and 1 MPa, respec-
tively, in accordance with the experimental data. The centerline
temperatures were measured to be rather stable (within ±4%) near
1747 K during all irradiation period. From these data, the temper-
ature profile in the pellet was calculated using the heat conduc-
tance model of the SVECHA code [17] with the urania thermal
conductivity from [18], Fig. 2.

On this base, the burnup dependence of gas fractional release is
calculated with the fixed set of the new model parameters and
compared with the experiment in Fig. 3, demonstrating reasonable
predictions of the code for gas release under steady irradiation
conditions.

Note that the calculated curve in Fig. 3 corresponds to the frac-
tional release averaged over the pellet. As for local release, it is
�0.72 in the central part of the pellet and decreases toward the
pellet periphery. Roughly, only a central half of the pellet volume
contributes to the release while there is no release from the outer
regions.

It should be emphasized that the local coverage factors uf is al-
most constant (varying from 0.082 to 0.088) within the release re-
gion, in agreement with the theoretical considerations in Section
4.5 of Part 1. This indicates that the gas release is associated with
the diffusion mechanism over the grain surface rather than with
the percolation network, in a qualitative agreement with observa-
tions in the same temperature range (for the MOX fuel), presented
in Section 5 of Part 1.
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Fig. 2. Radial distribution of temperature in UO2 pellet in the CONTACT 1 test
calculated with the SVECHA code [17].
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Fig. 3. MFPR simulations (curve) of cumulative fractional gas release in the
CONTACT 1 test, markers representing the experimental data [15,16].
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As explained in Section 2.2, in a more realistic approach when
the edge and face bubbles coalescence processes are taken in con-
sideration, the local coverage factors uf will smoothly increase with
time and in the hot zone of the pellet can even attain the saturation
coverage manifested by formation of the face bubbles network
interconnected with the escape tunnels. This consideration is fore-
seen in the close future.

4. Conclusions

The model for intergranular diffusion transport in irradiated
UO2 fuel described in Part 1 was numerically realised. The impor-
tant model parameters including the shape, size and concentration
of the intergranular bubbles were specified, and improvement of
the model for the irradiation induced re-solution of gas atoms from
these bubbles was carried out.

Implementation of the advanced model in the MFPR code and
numerical treatment of various available data on gas release from
irradiated fuel and grain face microstructure show a satisfactory
agreement of the code predictions with the experimental results.
In particular, the modified code allows description of the Kashibe
and Une test in satisfactory agreement with the measurements of
the fractional gas release along with the bubbles sizes and grain
face coverage. As a result, the main model prediction concerning
the onset of gas release from the fuel at very low grain face bubble
coverage, below the saturation value manifested by formation of
bubble network on grain faces interconnected with open porosity,
was confirmed by calculations. Using this model, a satisfactory
agreement was demonstrated of the model predictions with the
measured fractional release in the SILOE reactor tests under well-
controlled steady irradiation conditions.
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